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Abstract In the last two decades, renewable energy has
been paid immeasurable attention to toward the attainment
of electricity requirements for domestic, industrial, and
agriculture sectors. Solar forecasting plays a vital role in
smooth operation, scheduling, and balancing of electricity
production by standalone PV plants as well as grid
interconnected solar PV plants. Numerous models and
techniques have been developed in short, mid and long-
term solar forecasting. This paper analyzes some of the
potential solar forecasting models based on various
methodologies discussed in literature, by mainly focusing
on investigating the influence of meteorological variables,
time horizon, climatic zone, pre-processing techniques, air
pollution, and sample size on the complexity and accuracy
of the model. To make the paper reader-friendly, it presents
all-important parameters and findings of the models
revealed from different studies in a tabular mode having
the year of publication, time resolution, input parameters,
forecasted parameters, error metrics, and performance. The
literature studied showed that ANN-based models outper-
form the others due to their nonlinear complex problem-
solving capabilities. Their accuracy can be further
improved by hybridization of the two models or by
performing pre-processing on the input data. Besides, it
also discusses the diverse key constituents that affect the
accuracy of a model. It has been observed that the proper
selection of training and testing period along with the
correlated dependent variables also enhances the accuracy
of the model.

Keywords forecasting techniques, hybrid models, neural

network, solar forecasting, error metric, support vector
machine (SVM)

1 Introduction

All over the world, the expansion in demand of energy and
availability of limited resources (fossil fuels), encouraged
us to move toward the use of alternative forms of energy
[1] such as solar [2], biomass [3], geothermal [4], wind,
ocean energy [5], etc. These alternate sources provide a
potential solution to meet this huge demand for energy, of
which, solar energy becomes the most promising renew-
able source of energy that is freely available on the earth’s
surface and can be converted into electricity [6]. According
to the report of IEA 2018, the number, size, and electricity
production of PV plants have been increased all over the
world with a cumulative generation capacity of up to 500
GW [7]. Almost every year approximately 1.5 � 1018

KWh/a of solar energy has been received by the earth’s
surface which is nearly multiples of ten thousand of the
present consumption throughout the globe. Lhasa (China)
receives the highest annual mean daily global solar
radiation among all Asian areas of about 20.2 MJ/(m2$d)
[8] whereas, India only receives an 18 MJ/(m2$d) [9]. In
2018, China was the top player of the solar market with a
10.8 GW PV installation whereas India took the second
position in annual installed capacity followed by the US
[10]. In India, as an example of developing countries, the
renewable energy sector is growing exponentially in the
last two decades. India has even set up a separate ministry
for renewable energy source named Ministry of New and
Renewable Energy (MNRE) that determines to generate
175 GW of energy at the end of 2022 using renewable
sources of energy with a 100 GW of electricity from solar
only [11]. According to the report produced by the Indian
government in 2019, the 80 GW mark has been crossed
with 25 GW of generation only from the sun [12]. The
installed solar PV capacity of five major countries/regions
(China, Japan, US, India, and EU) is shown in Fig. 1 using
the bar graph [7,10,13–15].
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Forecasting of solar components to estimate the power
output of a PV systems is a challenging task as it depends
on meteorological and geographical characteristics. The
forecast of solar radiation is the forecast of the components
of solar radiation like direct normal radiation, diffuse
horizontal radiation, and global horizontal radiation [16].
However, the measurement of such components is very
intricate at several geographical locations due to climatic
and geographical conditions of a particular site [17]. These
types of sites require a forecasting model to estimate these
components using time series data of neighborhood sites
[18]. Modeling of solar forecasting models requires
predicting the precise information about the solar radiation
components to decide whether or not to set a plant at a new
location. There are even various places on the earth where
the measurement of solar radiation is not only a typical task
but also sometimes a difficult one due to cost, maintenance,
and calibration of the measuring devices [19]. Many
countries have grid inter-connectivity to solar plants and
provide the opportunity to sell excessively produced
electricity, which opens the doors to make money by the
common man [20]. A large number of researchers tend to
work with the sizing, modeling, structure, controller,
battery, and physical parts of the solar PV cell to efficiently
convert solar radiation into electricity whereas many of
them opt to work with the planning of solar PV power
plants [6].The scheduling and planning of PV power plants
is a critical task as both are performed under variable
meteorological conditions that may result in the poor
balancing of load demand and power generation which
further results in the penalty on power producer [21]. Each
country has its schemes and policies to boost up its solar
market [22]. A large deviation from promised generation
results in financial penalties on the producers, which vary

from country to country and state to state [23]. But the
excess produced power using different renewable sources
may lead to the concept of negative pricing in the
electricity market. This phenomenon of negative pricing
usually occurs in the middle of the day where all renewable
generators are supplying their energies [24]. It is the direct
signal to either reduce the supply or increase the demand.
However, solar and other renewable resources are not to be
set to produce 65% of the demanded electricity including
the peak hours. Yet, the low level of flexibility in
conventional plants enhances the chance of negative
price hours [25]. The demand of the consumers/customers
is relatively dynamic in behavior. Therefore, the demand
side management tool helps to ensure the reliability in the
complex dynamic of consumptions. As per the report of
Agora Energiewende, the negative price hour will increase
from 64 h in 2013 to more than 1000 h by 2020. But the
use of information and communication technology (ICT)
provides progress in grid integrated renewable energy
generation systems [25]. An appropriate, accurate, and
flexible forecasting technique along with the dynamic
pricing scheme can also provide a promising solution to
defeat issues of the negative price hour. Therefore, it is
highly appreciable to develop an optimum model to
precisely predict the solar radiation components for real as
well as offline data [26].
Several researchers already conducted reviews on solar

forecasting with consideration of the ANN and hybrid-
based techniques. This paper comprehensively examines
diverse types of solar irradiation forecasting techniques
and potential models developed based on pre-processing
techniques, data set used, training and testing period, and
accuracy evaluation metrics. The primary intention of the
paper is to classify and review the various endogenous and
exogenous data-based techniques reported in the literature.
First, it introduces the solar growth and requirement of
forecasting techniques along with the cumulative PV
installed capacity of different countries worldwide. Next, it
discusses the various forecasting techniques along with the
data set used, and presents a proper dedicated investigation
on potential and the latest studies with the outcome-based
representation of the table containing Ref. No., year of
publication (YOP), study area, latitude (Lat.)/longitude
(Long.), time resolution, training period, testing period,
input variables, output variables, technique, and error
metrics. Then, it details the error metrics used to measure
the performance of the forecasting models, and discusses
different conventional statistical assessment metrics, con-
ventional metrics, and other latest metrics. After that, it
focuses on the factor influencing the solar irradiation
forecasting considering the different time horizon, air
pollution, samples, climatic conditions, geographical
locations. Finally, it describes the sources to obtain the
data set for training, testing, and validation of the designed
model.

Fig. 1 Installed solar PV capacity (MW) of five countries from
2015 to 2018 (adapted with permission from Refs. [7,10]).
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2 Forecasting techniques

Forecasting solar irradiation components is the process of
predicting the different components of solar irradiations
like global horizontal irradiance (GHI), direct normal
irradiance (DNI), and diffuse horizontal irradiance (DHI)
for a specific PV site in advance. However, forecasting
such components in advance for a specific location is not
an easy task as is prone to the effect of variable climatic
conditions. This section covers the important techniques to
design forecasting models for the prediction of solar
irradiation components. Different methods have been
discussed in the literature for solar forecasting, which
can broadly be classified based on data sets, model
structure, and operation. The different types of data set-
based techniques and structure-based techniques are
shown in Fig. 2.

2.1 Forecasting techniques based on data sets

The selection of the data set for a specific geographical
location has a significant impact on the accuracy of solar
forecasting results [27,28]. To collect the data, different
instrument needs to be installed on the target location to
observe different meteorological and solar irradiation
components, but the aging, inaccurate behavior, and
shadow of the instruments during sunrise and sunset
hours, dust, raindrops, cloud coverage, etc., induce the
errors in the recorded data. The forecasting models based
on the data sets can be classified into three main categories
as the time series data set-based ones, the structural data

set-based ones, and the hybrid data set-based ones.
The performance of the time series data set-based

models is dependent on the historical data vector of solar
irradiation as an input and is independent of the internal
state of the model [29–32].
The structural data set-based models are operated based

on meteorological and geographical data sets. Some
statistical functions are used to create the relation between
the meteorological and geographical data to forecast solar
irradiation [32].
The hybrid data set-based models combine the features

of both the aforesaid models. The main aim of combining
this data set is to enhance the accuracy of the forecast.
Based on the correlation and regression theory, the
relevant meteorological and geographical variables are
used along with the historical time series to predict future
values [33].

2.2 Forecasting techniques based on structure, operation,
and utilization

Several models are available in the literature based on their
structure, operation, and utilization. Broadly, these models
can be classified into three categorizations named
statistical [34], physical [35] and hybrid models [36,37].
These models were designed with various techniques
including intelligent techniques for forecasting, regression,
support vector machines (SVM), an advanced regression
technique, Markov chain, wavelet transform based intelli-
gence techniques, mathematical techniques, and numerical
weather prediction (NWP).

Fig. 2 Types of forecasting techniques based on data processed and their structure.
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2.2.1 Regression models

Regression models are the models that are based on the
technique to develop the mathematical association between
dependent and independent variables [38]. However,
numerous models have been designed by researchers
based on the simple linear regression and multiple linear-
regression techniques but autoregressive models are much
popular than the simple and multiple linear regression.
These autoregressive models measure the correlation
between the response and predictor variables [6]. More-
over, different categories have already been formed based
on linearity/nonlinearity and stationarity/non-stationarity
of the time series such as autoregressive (AR), moving
average (MA), autoregressive and moving average
(ARMA), autoregressive integrated and moving average
(ARIMA), seasonal autoregressive integrated moving
average (SARMIA), autoregressive integrated and moving
average with explanatory variables (ARIMAX) [39], etc.
Yule et al. (1921) proposed two new approaches for
analysis of stationarity in 1992, where the first was called
MA and the second called AR [40]. Of all models, ARIMA
is the most popular model that creates the relationship
between forecasted outputs and the actual measured
output.
ARIMA is the statistical method of forecasting which is

the advance and generalized form of the autoregressive and
the moving average algorithm. This method is an extension
of the ARMA method [41]. An ARMA method is the
combination of AR and MA and used to find the
correlation between the input and the output time series
using the coefficient p and q. Here the coefficient p is for
AR and q for MA. Mathematically, AR can be represented
as [6,21]

yt ¼ cþ
Xp
i¼1

fiyt – 1 þ εt

¼ cþ f1yt – 1 þ f2yt – 2 þ � � � þ fpyt – p þ εt, (1)

where the operator yt is the actual value; εt is represented
as random error; fi is model parameters for different time
periods t = 1, 2, 3…; and c and p are the constant term and
order of the model respectively. Equation (1) indicates that
the predicted value is in a linear relation with the p past
value with some error and constant terms.
MA can be expressed using past values as dependent

variables as in Eq. (2).

yt ¼ �þ
Xq
j¼1

�jεt – j þ εt

¼ �þ �1εt – 1 þ �2εt – 2 þ � � � þ �qεt – q þ εt, (2)

where q is the order of the model, � is the mean of time
series, and �j is model parameter.

Combining Eqs. (1) and (2), AR and MA becomes the
ARMA model which can mathematically be expressed as

yt ¼ cþ
Xp
t¼1

fiyt – 1 þ
Xq
j¼1

fjyt – j þ εt: (3)

where p is for AR and q is for MA.
To solve the ARMAmodel, the Lag operator denoted by

Lwhich is Lyt = Lyt – 1 andhas to be considered. The AR (p)
model be represented as

εt ¼ fðLÞyt, (4)

where fðLÞ ¼ 1 –
Xp
i¼1

fiL
i,

MAðqÞ ¼ εt ¼ �ðLÞεt, (5)

�ðLÞ ¼ 1 –
Xq
j¼1

�jL
j, (6)

ARMAðp,qÞ ¼ φðLÞyt ¼ �ðLÞεt: (7)

The ARIMA model is the analytical method to establish
the relation using the differencing method. ARIMA uses
the three main steps for forecasting i.e., model identifica-
tion, estimation of parameters, and diagnostic checking.
Although due to the advanced knowledge of statistical
methods, ARIMA is somewhat typical for the users but the
latest version of MATLAB makes it easier with the
‘Econometric Modeler app’ available in the MATLAB
2018 and 2019 [42]. Unlike ARMA, this method adds one
more coefficient d, called differencing operator i.e., (p, d,
and q). The mathematical expression for ARIMA is

fðLÞð1 – LÞdyt ¼ �ðLÞεt: (8)

The basic condition for applying this method is that the
series must be a stationary series. The autocorrelation and
partial autocorrelation techniques are used to find the type
of stationarity in the series. The selection of the parameters
of the model in the case of ARIMA is one of the crucial
tasks. The accurate parameters for the model is generally
selected by calculating the Akaike Information criteria
(AIC) and Bayesian Information Criteria (BIC) of the data
sets [43].
The autocorrelation and partial autocorrelation functions

are generally used in regression-based models to forecast
solar irradiation [44–46]. Atique et al. developed an
ARIMA based model to predict the daily solar radiation for
a given PV panel. The model was designed by using a very
simple and sophisticated statistical technique. The input
data first transformed from non-stationary time series data
into stationary data by analyzing autocorrelation function
(ACF) and partial autocorrelation function (PACF). The
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proper model parameters were selected and their goodness
of fit was checked by a different test like AIC, BIC,
corrected Akaike Information Criterion (AICc), and sum of
squared error (SSE). The mean absolute percentage error
(MAPE) obtained for this model was 17.70% [44].
Alsharif et al. [45] developed a model for the prediction
of daily and monthly global solar radiation using a
seasonal autoregressive integrated moving average (SAR-
IMA) model. The time series non-stationary data was first
transformed into stationary data by analyzing the ACF and
PACF, which identified the model parameters p and q using
Phillips-Perron test that is a non-parametric test, also
known as the pp-test that were used to obtain the first
difference stationary of data. The root mean square error
(RMSE) and R2 for daily global solar forecasting was
104.26% and 68% respectively but 33.18% and 79%
respectively for the monthly solar radiation model with
ARIMA (4, 1, 1) [45]. Shadab et al. [46] discussed the
estimation of monthly solar radiation using SARIMA. The
SARIMA model was simulated using the Box-Jenkins
approach which was a reiterative process. This approach
has four steps: model order identification using ACF and
PACF, parameters estimation based on the least square
method, model validation to examine the suitability of
model, and forecasting. The seasonality in the time series
data set was analyzed by the ACF and PACF to transform
the data into stationary. Differencing operators, AR, and
MA coefficient were selected in a way to operate with the
highest accuracy prediction. The study used 34 years of
satellite data for modeling the SARIMA based process.
The AIC and BIC factor were used for selecting the best
model among different designed ARIMA models. The
results showed that ARIMA(1, 0, 1) � (0, 1, 2)12 provided
the lowest AIC and BIC with the lowest MPE of 1.402
[46]. The multi-step ahead estimation of solar radiation
using the ARMA and ARIMA model was determined by

Colak et al. The study obtained the p and q coefficients of
ARMA and ARIMA for the goodness of fit model using
the log-likelihood function (LLF). The performance of the
model was evaluated using the parameters MAPE up to the
3-step ahead and compared with the smart persistence
model. The MAPE of the 1-step ahead prediction for
ARMA(1, 2) and ARIMA(2, 2, 2) was 18.11% and 7.87%
respectively while that of the 2-step ahead prediction was
43.24% and 16.06% respectively for the ARMA(1, 2) and
ARIMA(2, 2, 2) model, and that for the 3-step ahead was
71.67% and 32.07% for ARMA(1, 2) and ARIMA(2, 2, 2)
respectively [47].
Doorga et al. [48] discussed the modified sayigh

universal formula (refer to Appendix) for the prediction
of global solar radiation. Eleven different regression
models based on sunshine, temperature, and hybrid
parameters were analyzed. The modified form of the
sayigh universal formula for relative humidity was used for
the selected location. This formula which estimated the
global solar radiation by assuming GSR was very sensitive
to relative humidity. It detected the variations in global
solar radiation by calculating trends of relative humidity
after averaging all target sites. The MAPE and RMSE
values were used for the evaluation of the models which
were 5.07% and 0.96 MJ/(m2$d) respectively for the
modified sayigh model for the data set from 1961 to 1990
and 7.49 and 1.57 MJ/(m2$d) respectively from the data set
from 2011 to 2016 [48]. However, Trapero et al. [49]
proposed a frequency domain-based approach to estimate
the short-term solar irradiation. A univariate dynamic
harmonic regression model was established to forecast the
global and direct normal irradiance. The model offered the
self-adaptation of prediction based on the single-step
recursive algorithm. The potential parameter bias problem
was efficiently reduced in simultaneous estimation. The
relative mean bias error (rMBE) and relative root mean
square error (rRMSE) obtained for GHI was 0.21% and
29.66% respectively in the case of dynamic harmonic
regression (DHR) whereas for direct normal irradiance
(DNI), it was 3.82% and 46.79% respectively in the case of
DHR [49]. Suthar et al. [50] empirically evaluated the
various regression models to predict global solar radiation
by considering air pollution index (API) as an input
parameter. They included an extra parameter i.e., API to
the A-P regression model but selected the other location-
based parameters using a correlation coefficient, and
determined that the exponential quadratic regression
model performed better with RMSE of 3.08 for sunshine
and API as inputs.
Therefore, regression-based models are more simplistic

ones to form the relation between dependent and
independent variables but the autoregressive models,
ARIMA and SARIMA, are much popular over simple
and multiple linear regression techniques. The seasonality
in the time series data was eliminated by the transformation
of non-stationarity data to stationarity which makes the

Fig. 3 Hierarchy of ARIMA for forecasting (adapted with
permission from Ref. [6]).
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process a little bit complex but the accuracy of the
autoregressive models is improved.

2.2.2 Markov chain

The Markov chain follows a stochastic process which
performs very short-term wind and solar irradiance
forecasting [51]. The process of Markov chain is basically
dependent on the adjacent states i.e., the present state
parameters depend on the previous one; similarly, the next
state parameters is dependent on the present state [52] as
demonstrated in Fig. 4.

This process is represented by a series of finite random
numbers. Let fXn   ,  n ¼ 0,1,2,:::,ng:
The series for the present state i at the nth time can be

represented as

Xn ¼ i: (9)

However, the probability of the next state in j is Pij

i:e:,  PfXnþ1 ¼ j  jXn ¼ i,  Xn – 1 ¼ in – 1,:::,  X1 ¼ i1,Xo ¼ iog
¼ Pij:

This equation suggests that the next state is dependent
on the present state of the series.
Based on the literature available, the hidden Markov

model (HMM) and the Markov transition model were used
by the majority of researchers to predict the solar
irradiation components [54–56]. Hacaooglue et al. dis-
cussed the Mycielski approach to forecast solar radiation
for the short-time horizon based on the sub-array of similar
characteristics data. The Mycielski approach used the
Markov chain to select the most probable sub-pattern
among all sub-patterns. This approach considered the
longest matching sub-pattern for solar prediction. The
model estimated that the RMSE, MABE, and R2 are 13.49,

10.7554%, and 0.08320 respectively [57]. The genetic
algorithm with HMM was used by Eniola et al. where the
genetic algorithm optimized the model functioning with or
without the correction factor to adapt to the HMM-GA.
The nRMSE and MAPE obtained from this model were
2.33% and 6.27% respectively [54]. However, Bharadwaj
et al. [55] forecasted solar irradiation by using the
generalized fuzzy model (GFM) with HMM. They used
a data vector pattern for the clustering to find a similarity
index to reduce the problem associated with distance
functions. The training of the cluster was performed by
GFM which is a function approximation model to properly
tune these clusters. The input combinations of day number,
temperature, sunshine hour, relative humidity, and atmo-
spheric pressure provided a RMSE and MPE of 7.9124 and
3.4255 respectively [55]. Wibun et al. [56] discussed solar
radiation estimation using the Markov transition method
(MTM) for an hourly time horizon. The input data set was
categorized into six different types of cloud characteristics
based on calculations of sky ratio. The probability values
calculated for five 1stand using 2nd order MTM used to
generate the global solar radiation data depend on the sky
ratio [56]. Li et al. [58] developed a model based on the
discrete-time Markov chain to synthesize the typical solar
radiation year (TSRY). The model overcomes the effect of
fluctuation and transition in daily solar radiation. The
model prepared the data in four categories based on clear
sky ratio and then clustered them using the k-means cluster
algorithm based on feature vector output. The discrete-time
Markov chain model was used to model the transition rules
for each and every cluster which was then combined with
the samples of clusters. The performance of the model was
calculated by percentage average error with the compar-
ison of TMY. The synthesized TSRY has the maximum
and minimum percentage average error of 10% and 6%
respectively [58].
Therefore, the hidden Markov model and Markov

transition model can be used to forecast solar radiation
components for a shorter time horizon. They performed
better with the optimization techniques like GA and fuzzy
logics where the data was clustered using the similarity
index.

2.2.3 Numerical weather prediction (NWP)

NWP is a physical model which comprises of a set of
partial differential equations for estimating the atmo-
spherically and environmental states of the planet [59]. The
local weather station data are generally used to estimate the
weather condition even 15days in advance to help
agriculture farms, industries, and other services based on
weather conditions [21]. The solar irradiance intensity gets
reduced from its actual value once it enters the atmosphere
due to the influence of aerosols and atmospheric gases
[28]. The cloud conditions and the rainfall also affect the

Fig. 4 Markov process for three states (adapted with permission
from Ref. [6]).
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solar irradiance reaching the earth surface [60]. These
climatic conditions are generally estimated by the NWP
models. Many countries use the numerical weather
forecast system for the day ahead prediction. For instance,
National Center for Medium Range Weather Forecasting
(NCMRWF) in India has been using the NWP model,
named the T-80 model, since 1994. The US has 14 stations
of SURFRAD/ISIS. The University of Oregon solar
radiation monitoring laboratory has cooperative network
for renewable resources measurement (CONFRRM),
NREL, Solar RGIS etc [61].
Verzijlbergh et al. [62] discussed a stepwise linear

regression method to correct the solar prediction output of
the numerical weather prediction model. The model output
statistics (MOS) routine was used for systematic bias based
on the meteorological variables which were generated by
the linear regression model by adding variable sequen-
tially. The global forecast system (GFS) model of the
National Centers for Environmental Prediction (NCEP)
was used as a NWP model and 3 h interpolation applied to
it. The model was determined by RMSE, mean absolute
percentage error (MAE), and continuous ranked prob-
ability skill (CRPS) where MOS MLR (multilinear
regression) performed better than MOS-P5 [62]. A NWP
model with a post-processing technique like step-wise
regression and principle component analysis (PCA) was
developed by Verbois et al. [63] to obtain the one day
ahead accurate forecast. In this model, the stepwise
regression was used for selecting the best explanatory
variable. The large number of variable inputs in the
weather research and forecasting (WRF) and global
forecast system (GFS) were reduced by deploying PCA
in a manner to be uncorrelated with original levels. The
model obtained 169 W/m2 of RMSE, 35.7% of rRMSE,
133 W/m2 of MAE, 28.1% of rMAE, –14 W/m2 of MBE,
and –2.9% of rMBE for WRF-solar-PCA [63]. Bakker
et al. [64] compared the model output statistical post-
processing technique for the probabilistic forecast of NWP
for solar global radiation. The model output statistical post-
processing method was the regression method including
the parametric and the non-parametric method. The NWP
data were obtained from HARMONIE-AROME (HA)
from 2016 to 2018. The error matrices used for the model
evaluation were RMSE, RMSE-SS (skill score), and
continuous ranked probability skill score (CRPSS) [64].

2.2.4 Empirical model

The empirical model is one of the techniques to predict the
future value of solar irradiance by developing a linear or
nonlinear relationship between meteorological and solar
variables [8]. Although many empirical models have been
developed in the literature, the latest models predict solar
irradiance with the help of different meteorological
parameters with the consideration of maximum and
minimum temperature [16,19]. The first model developed

in 1982 by Hargreaves and Samani [65] (refer to
Appendix) considered the difference between the max-
imum and the minimum temperature. Now, many models
have been developed by modifying different factors like
latitude, longitude, azimuth angle, elevation angle, air
particle scattering, content of water vapor, component of
O2, N2, CO2, O, etc., sunshine hours, maximum tempera-
ture, minimum temperature, cloudiness index, clear sky
index, etc [16]. In the case of most empirical models, the
main parameter calculated is extraterrestrial solar radiation
(Ho) which can be expressed mathematically as [66]

Ho ¼
24

π
Isc 1þ 0:033cos

360n

365

� �

cosφcosδsinωs þ
2πωs

360
sinfsinδ

� �
, (10)

where Isc is solar constant, φ is location latitude, n is the

day number in a given year, δ ¼ solar  declination ¼

23:45sin
360ðnþ 284Þ

365

� �
: ωs ¼ sunrise  angle ¼ cos – 1ð

tanδtantanfÞ:
Mahajan and Namrata [67] proposed empirical models

for the prediction of global solar radiation and mean
diffuse solar radiation with consideration of sunshine
hours, temperature, and relative humidity calculated the
values of prime elements and then used these values for
curve fitting. They developed seven empirical models and
compared them with the three conventional ones. The least
value of MAPE obtained was 2.501% for mean global
solar radiation (GSR) and 13.506% for mean daily solar
radiation (DSR) whereas RMSE was 0.5875 MJ/(m2$d) for
mean GSR and 1.115 MJ/(m2$d) for mean DSR, and the
maximum R2 was 0.9802 for mean GSR and 0.943 for
mean DSR [67]. Quansah et al. [68] developed an
empirical model for prediction of GSR based on sunshine
hours and air temperature. They considered the Angstrom-
Prescott model for the sunshine hour but Hargreaves-
Samani and Chandel models for air temperature. The
model developed obtained a MBE value of –0.0102 MJ/
(m2$d), an MPE value of 0.0585%, and a RMSE value of
0.0338 MJ/(m2$d) respectively for sunshine hour models
whereas a MBE value of –0.2973 MJ/(m2$d), an MPE
value of 1.7075%, and an RMSE value of 0.9859 MJ/
(m2$d) respectively for air temperature empirical models
[68]. Ayodele et al. [69] developed an empirical model to
predict global solar radiation using the proposed regression
coefficient of Angstrom-Prescott model (refer to Appen-
dix), the Garcia model (refer to Appendix), and the
Hargreaves-Sammani model (refer to Appendix) for a daily
and monthly time horizon. The proposed regression
coefficient obtained from the fitting tool was interpolated
in these models to obtain a good accuracy in the results.
The results showed that the Garcia model with quadratic
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variation performed the best for the daily average global
solar radiation with an RMSE value of 2.70 MJ/(m2$d), an
MAE value of 1.86 MJ/(m2$d), an MAPE value of 9.34%,
and an R2 value of 0.68, respectively; whereas an RMSE
value of 0.0909 MJ/(m2$d), an MAPE value of 0.0733 MJ/
(m2$d), an MAPE value of 0.5174% and an R2 value of
0.9974 respectively for monthly average daily global solar
radiation [69]. Bailek et al. [70] discussed 35-empirical
models to obtain the accurate diffuse solar radiation by
finding the appropriate regression coefficients. Three
categories of the model were created based on sunshine
duration, clearness index and sunshine duration, and
clearness index model. The regression coefficient was
found for the good fitness in the model by a diffuse fraction
and diffuse transmittance. The accuracy of all the models
was evaluated using MPE, RMSE, U95 (uncertainty
factor), R and t-statistics method (TS) and compared with
the performance of eight models discussed in the literature.
They showed that the clearness index and sunshine-based
model performed better than others in terms of correlation
[70].
Therefore, these models are designed based on observa-

tion and experiments. Relative humidity, temperature, and
sunshine hours are the three main components used in most
of the models to forecast global solar radiations and its
components. However, different models have been
generated by modifying the basics mathematical equations
as in Sayigh formula and modified sayigh formula (refer to
Appendix), Garcia models (refer to Appendix) etc. and the
accuracy achieved by these models are at a satisfactory
level.

2.2.5 Artificial neural network

The concept of the artificial neural network (ANN) was
first proposed in 1943 by the McCulloch and pits [71].
Different forms of parallel processing and pattern recogni-
tion analysis are performed by the neuron in the human
brain [72]. The same phenomenon can be applied to solve
the nonlinear mathematical problems in pattern recogni-
tion, forecasting, image processing, etc. This technique-
based model has to be trained repeatedly to obtain the best
value to weight to map the input and the output [73]. The
basic ANN structure, illustrated in Fig. 5, has three main
phases, the input layer, the hidden layer, and the output
layer [74]. The ANN uses different algorithms like the
Levenberg-Marquardt (LM) algorithm, the scaled con-
jugate gradient, and the Pola-Ribiere conjugate gradient to
predict the output variables [75,76]. Moreover, various
combinations of input parameters [77] and characteristics-
based cluster of input data were also used by Yu et al. [78]
for prediction.
Three models of multi-layer perceptron (MLP) with

back-propagation, unity gain, and regression network were
designed by Kumar et al. [79] to estimate the daily global
solar radiation (DGSR). The MAPE obtained by this

model for all three algorithms was 14.84%, 14.68%, and
16.32% respectively [79]. Moreover, Notton et al. [80]
used the pre-processing technique to estimate the 1–6 h
ahead GHI and DNI using ANN. The RMSE obtained by
this model for GHI prediction varied from 126.65 to
157.27 Wh/m2, while the nRMSE varied from 28.08% to
34.85%. The model obtained MAE for h+ 4, h+ 5, h + 6
varied from 112.60 to118.59 Wh/m2 and nMAE for h+ 4,
h+ 5, h+ 6 varied from 24.16% to 26.28% [80].
Similarly, the ANN with the variational input delay
methodology was used by Rodríguez et al. [81] to forecast
the solar irradiance. This approach selected appropriate
neurons and kept them constant with variation in the input
delay to obtain the good accuracy of the ANN model. The
RMSE obtained for sunny, partially cloudy, and cloudy
days by this model was 0.03%, 0.49%, and 0.64%
respectively [81]. Jahani and Mohammadi [82] compared
empirical, ANN, and ANN with the GA model to forecast
the GSR for the location of Iran. The GA used in the model
for the optimization of accuracy reduced the prediction
error. This model attained a more prediction accuracy by
ANN+GA than conventional ANN and empirical models
with an RMSE value of 0.92 J/(cm2$d), an MBE value of
38.4 J/(cm2$d), and an R2 value of 185.5 J/(cm2$d),
respectively [82]. In the same way, the future values of
solar irradiance using ANN and fuzzy logic along with the
error correction method was predicted by Sivaneasan et al.
[83]. The fuzzy logic was employed on the input data to
preprocess whereas the error correction method was
applied on the past values to correct the error acquired
by the back propagation algorithm. Three models, i.e.,
ANN, ANN with fuzzy pre-process, and ANN with fuzzy
pre-processing along with error correction were compared
to evaluate the better model. The MAPE obtained for these
three models was 46.3%, 43.1%, and 29.6% respectively
[83]. Bou-Rabee et al. estimated solar radiation by using
the gradient descent method and the LM back propagation
algorithm. The accuracy of this model was determined by
the MAPE which was 86.3% for the gradient descent
method and 85.6% for LM [75]. The deterministic and
probabilistic forecast of 72 h ahead power generation for a

Fig. 5 Architecture of ANN (adapted with permission from Ref.
[32]).
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PV plant using combination of ANN and the analog
ensemble technology was discussed by Cervone et al. [84].
Three different sites of Italy were selected for model
testing where the forecast was composed of five variables:
three variables were obtained from deterministic forecast
provided by RAMS and two were from computations. The
performance of the model was evaluated by the RMSE,
correlation, and bias where ANN+Analog Ensemble for
deterministic forecast provided an RMSE of 8.90% and a
correlation of 9.30 [84]. Chen and Kartini [85] designed a
model to forecast 1 h ahead solar irradiation using the
combination of the k-NN and the ANN technique. The k-
NN was used as a pre-processing technique applied to the
input data. The model performance was determined by
MABE (W/m2) and RMSE (W/m2). The RMSE for k-NN-
ANN was 242 W/m2 and MABE was 42 W/m2 whereas
RMSE and MABE for k-NN were 251 W/m2 and 44 W/m2

respectively [85]. Li et al. [86] compared two forecasting
design techniques, ANN and support vector regression
(SVR), for solar PVenergy. The ANN model was explored
as a feed-forward neural network having input parameters
of time, historical time lag solar PV power, meteorological
parameters, and PV power as an output. The performance
of the ANN and SVM was determined by MBE (kWh),
MAE (kWh), and RMSE (kWh) for 15 min, 1 h, and 24 h
ahead forecast. The RMSE of 15 min, 1 h, and 24 h was
42.15, 63.62, and 182.64 (kWh) respectively for ANN
whereas the MAE was 34.57, 50.77, and 126.32
respectively for ANN, while the MBE was 0.49, 0.50,
and 0.03 respectively for ANN [86]. Six ANNmodels with
different combinations of inputs were created by Koca
et al. [77] to predict solar radiation. The first ANN model
was created by selecting latitude, longitude, altitude, and
month as input variables while the second model used
average cloudiness as an extra input variable. The third
model had the average temperature along with the latitude,
longitude, and month whereas the fourth and fifth model
used the average humidity and the average wind velocity
respectively in place of average temperature. The sixth
ANN model used latitude, longitude, altitude, month,
average cloudiness, and sunshine duration as the input
variable to predict solar radiation. A minimum RMSE and
R2 of 0.0358 and 0.9974 was obtained respectively [77].
Vakili et al. [87] developed two models for forecasting
GSR. To observe the impact of particulate matter on the
accuracy of the model, two combinations of various
meteorological variables including particulate matters and
without particulate matters were prepared and applied on
the neural network. The model evaluation was performed
by MAPE, RMSE, and R2 which were 3.13, 0.077, and
0.97 respectively for the model having particulate matter as
an input variable which showed its importance as a
function for a better accuracy in the prediction of GSR
[87].
The 3 h ahead forecasting of wind and solar using the

different algorithms of ANN was performed by Hossain

et al. [88]. The data set of six years was used in the forecast
process where a small sample of the data of four months
were used in training and the data of one month were used
in the testing of the model. A correlation coefficient R of
0.9489 was obtained for the wind energy but a correlation
coefficient R of 0.96399 was obtained for solar energy
[88]. Sözen et al. [76] developed a model for solar
radiation forecasting using ANN for the 12 cities of
Turkey. The scaled conjugate gradients (SCG), the Pola-
Ribiere conjugate gradient (CGP), and the Levenberg-
Marquardt (LM) algorithm were used on the data for
learning of the model. The MAPE obtained for the SCG
algorithm was less than 6.78% whereas R2 was 99.7768
[76]. The model for short-term forecasting with a 5 min
horizon using the ANN-based algorithm was prepared by
İzgi et al. [89]. The designed model was trained using the
LM back-propagation algorithm and evaluated by RMSE
and correlation coefficient using 45 to 50 iterations. The
stable power prediction for the targeted location was the
best for the month of April, only between the 5–35 min
time horizon and for the August between the 3–40 min
[89]. Alam et al. [90] predicted the hourly and daily diffuse
solar radiation using the ANN model in four different
stations in India, Ahmadabad, Nagpur, Mumbai, and
Vishakhapatnam. They discussed eight different models
developed using the different combinations of input
variables based on the correlation between input variables.
The RMSE and MBE were calculated for all targeted
locations of India where the maximum RMSE obtained
was 4.5% among all sites [90].
Therefore, the models based on ANN can be used to

solve nonlinear problems. The ANN models were used to
forecast all type of time horizons with a satisfactory level.
The training data of two to three years proved the best to
use for the learning of model. However, the different
meteorological input parameters provide different results
for different sites. As a result, a better selection of input
parameters according to the selected geographical area can
enhance the accuracy of the model. The LM algorithm was
used by most of the researchers which prove to be better
than others.

2.2.6 SVM

The SVM is a type of machine learning with statistical
learning introduced by Cortes and Vapnik in 1995 [91].
This particular method is first developed for pattern
recognition and nowadays eagerly used for different
technologies like image retrieval, fault diagnosis, regres-
sion, computation, and forecasting, etc [92]. The time
series is used to train the model which is as simple as that
of neural network and there is no problem of curve over
fitting, strucking to local minima in SVM [93]. It maps the
input vector ðx1 þ x2 þ x3 þ :::þ xnÞ to the output ðy1 þ
y2 þ y3 þ :::þ ynÞ using the mapping function f. The
SVM equation can be expressed as [6]
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yi ¼
Xn
j¼1

wjφij þ b, (11)

where y is output function, w is weight, and b is bias.
Different forms of kernel functions have been used in the
SVM such as linear, polynomial, radial basis function, and
sigmoid [94]. The basic architecture of a SVM classifier is
depicted in Fig. 6.

Jiménez-Pérez et al. [96] developed a model to forecast
hourly global solar radiation using the SVR and support
vector clustering technique. The k-mean was used to
cluster the data according to the distribution of the
proposed variable. Four different models were designed
using techniques such as DT+ANN, DT+ SVM-R,
SVM-C+ANN, and SVM-C+ SVM-R and were eval-
uated using the rMAE, RMSE and S. The combination of
SVM-C+ SVM-R performed better than others with a
rMAE, RMSE, S of 15.2%, 22.9%, and 3.9% respectively
[96]. An LS-SVM based model was used for short-term
solar power prediction (SPP) for 1445 locations in the US
[97]. In this model, the meteorological inputs were first
normalized based on transitivity and then applied to
different models like SVM, AR, and RBFNN. It is shown
that SVM>RBFNN>AR model [97]. Shi et al. [98]
designed a model based on SVM to predict the solar PV
power output by dividing the historical and weather data
into four categories based on cloudy, clear sky, rainy, and
foggy days. These four categories were then applied to the
four different SVM models having different radial basis
kernel functions. The RMSE and MRE obtained for the
cloudy model was 1.824 MWand 12.42% respectively, for
foggy days was 2.52MWand 8.16% respectively, for rainy
days was 2.48 MW and 9.12% respectively, and for sunny
days was 1.57 MWand 4.85% respectively [98]. Similarly,
a model for solar irradiation forecasting was developed by
Jang et al. [99] based on satellite image and SVM along
with the prediction of the amount of clouds at the target
site. The atmosphere motion vector scheme was used to
extract the motion vector information from the images

collected by the satellite. The cloud and solar irradiation
vector data were then applied to the SVM. The RMSE,
MRE, and R2 obtained for the SVM model was of 44.1390
W/m2, 7.7329%, and 09420 respectively [99].
Fan et al. [100] observed the effect of air quality index

(AQI) and six other air pollutants in the prediction of
global and diffuse solar radiation. The SVM model was
used in practice for sunshine and temperature-based input
parameters. Different combinations of air pollutants were
employed to prepare the ranking of most influencing air
pollutant using RMSE. The AQI was recognized as the
most influencial parameter for both predictions (GSR and
DSR) whereas the combination of PM10, PM2.5, and O3

was also the most influencial variable which improved the
RMSE by 22.2% over the conventional SVM without air
pollutants as input [100]. However, Ma et al. (2019)
considered only AQI along with climatology parameters to
estimate the DSR using the SVR model. The Pearson’s
coefficient was used as a feature selection technique to
select the only variable with a strong correlation [101].
Therefore, SVM performs better with data categoriza-

tion. Several studies categorize the data according to their
characteristics as Shi et al. [98]. The k-means and
Pearson’s coefficient could be used as feature selection
techniques and the inclusion of AQI and air pollutants as
input variables also increase the model accuracy.

2.2.7 Deep learning

As per literature, deep learning becomes an active and
promising area of research in the field of forecasting [102].
Various deep learning algorithms have been implemented
in different studies to forecast solar irradiance or PV power
output but the most commonly used deep learning
algorithms are recurrent neural network (RNN), long
short-term memory (LSTM), convolution neural network
(CNN), and gated recurrent unit (GRU) [103]. The
advancement in the conventional feed-forward network is
known as RNN where the past output is used as inputs to
each node. This network applied a nonlinear function to the
weighted sum of the input sequence. If yt is the output of a
RNN network at time t, it can be expressed as [104]

yt ¼ �ðωohtÞ, (12)

where ht ¼ tanhðωtxt þWht – 1Þ is hidden state; ωt and W
are the input and previous hidden state weight matrix; and
ht – 1 is previous hidden state matrix.
The combination of three gates i.e., inputs, outputs, and

forget gate with internal memory is used in each unit of
LSTM. These units process the data and determine whether
to keep or forget the memory. The important features of the
input sequence are recognized by LSTM unit while GRU is
also performing the same operation as LSTM but with less
complexity and more efficiently. Figure 7 presents the
architecture of RNN, LSTM, and GRU.

Fig. 6 Basic structure of SVM (adapted from Ref. [95] under CC
BY).
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In the case of LSTM, the input gate passes the current
information according Eq. (13).

it ¼ �ðxtωi
t þ ht – 1W

iÞ: (13)

The forget gate decides which information from previous
state needs to be forgotten and expressed as

ft ¼ �ðxtωf þ ht – 1W
f Þ, (14)

whereas the internal state that needs to pass is declared as
the output gate and expressed as

ot ¼ �ðxtωo þ ht – 1W
oÞ: (15)

The internal memory elements can be calculated by
using

~Ct ¼ tanhðxtωg þ ht – 1W
gÞ, (16)

Ct ¼ �ðft � Ct – 1 þ it – 1 ~Ct Þ, (17)

ht ¼ tanhðCtÞ � ot: (18)

However, the hidden state of GRU can be expressed
mathematically as

ht ¼ ð1 – ztÞ � ht – 1 þ zt � ~h, (19)

where ~h ¼ tanhðxtωh þ ðrt � ht – 1ÞW hÞ, rt ¼ �ðxtωr þ
ht – 1W

rÞ, zt ¼ �ðxtωz þ ht – 1W
zÞ:

Qing et al. [105] developed the LSTM network to
forecast the hourly day-ahead solar irradiance. They used
the weather data set of the island of Cape Verde, Santiago
to perform the forecasting. They compared the designed
model with the BPNN and the persistence method based on
different sizes of data sets. The model accuracy was
improved by 18.34% using LSTM with the data of 2 years.
However, with the training data of 9 years and a validation
of 1 year, it showed a 42.9% improvement in RMSE [105].
Although the 2, 6, and 24 h ahead forecasting was
performed by Chandola et al. [106] using LSTM for four
locations in Thar-desert, the MAPE obtained ranged from
6.79% to 10.47%; whereas the RMSE ranged from 0.099

to 0.181 for different targeted locations [106]. However,
Wang et al. [107] proposed a gated recurrent unit network-
based PVoutput power forecasting for short time horizon.
The model used the Pearson coefficient to extract the input
variables that affect PV forecasting. The k-means cluster
algorithm was also employed to reduce the training time by
clustering the sets based on the same features. Each cluster
then was applied to the GRU network to forecast the PV
output power. The performance of the proposed model was
evaluated using RMSE with comparison to other models
like LSTM, BO, SVM, and ARIMA. An average RMSE of
0.036 was obtained by GRU-based network which was
better than the above-said models [107]. Yu et al. used
LSTM and the k-means algorithm for short-term solar
irradiation prediction in complicated weather conditions.
They divided the days into three categories on their
clearness index named sunny, cloudy, and mixed days.
Based on the clear sky index, the LSTM method was
applied to the input data and then all the values were
ensemble to obtain the final GHI prediction. The proposed
model outperformed CNN and SVM with RMSE varying
from 41.37 to 66.69 (W/m2), MAE varying from 30.19 to
46.04 (W/m2), and R2 varying from 0.95 to 0.97 [78].
However, Sodsong et al. [108] predicted short-term solar
PV power using multiple GRUs. The numbers of GRU
networks were connected in a cascade structure to improve
the nRMSE. The output of the first network becomes the
input to the succeeding network and so on until the
nRMSE approaches to a minimum value. The model
accuracy was then compared with the SVR, KNN, and
conventional GRU in terms of nRMSE. The model
outperforms others with a nRMSE of 9.64% using three
networks connections [108].
Deep learning is an effective technology in contempor-

ary research and used by several researchers for forecasting
solar components. The forecasting of short to long-time
horizon can be performed favorably by this technique with
a better accuracy than others. The LSTM proves to be
better than ARIMA, ANN, SVM, and other standalone
models. However, k-means algorithms along with LSTM
have increased the accuracy in complicated weather

Fig. 7 Architecture of deep learning.
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conditions but the GRU also improves the RMSE by more
than 40%.

2.2.8 Hybrid models

The hybrid models are the most widely used models to
forecast solar irradiation with a more increased accuracy
than the isolated models. There are several factors which a
model has to consider to perform with a more accuracy
which are usually not considers by the standalone models
[109]. The hybrid method is the combination of two or
more techniques to generate the forecast. There are a
number of models based on the linear and nonlinear
methods. The hybrid model might be a combination of two
or more linear models, a combination of two or more
nonlinear models, and a combination of linear and
nonlinear models.
Based on the literature, various pre-processing, post-

processing, and optimization techniques are used to create
the hybrid models, including ANFIS+ANN, ECMWF+
ANN, SVM+ RBF+WT, GA+ CNN, PSO+ CNN,
WMIMELM, LSTM+ CNN, LASSO+ ANN, WT+
ELM, CNN+ GRU, WT+ PSO+ FFNN, k-means+
RBFNN, LM-ANN, WT+NNMFOA+GMDHMFOA,
Fuzzy+ANN, DFT+ PCA+ Elman, k-mean+NAR as
ANN as a major part of forecasting model [32,110–126].
The ANN and ANFIS (artificial neuro-fuzzy inference

system) model was developed by Kumar et al. [110] to
estimate solar PV power generation. The ANFIS was the
combination of neural network and the fuzzy inference
system (FIS) that properly tune the fuzzy inference system
by applying the neural learning functions. Kumar et al.
showed that ANN had less error than ANFIS in forecast
[110]. Guermouiet al [127]. proposed a weighted Gaussian
process regression (WGPR) model for 10- steps ahead
solar radiation component forecasting. Two architectures
of WGPR with cascade and parallel configuration were
proposed for estimating the GHR and DHR. The WGPR
model was used to select the optimum input parameters to
obtain the accurate estimation of solar radiation compo-
nents. The performance of these models was determined by
RMSE, rRMSE, and r2, where WGPR-CFA out performed
WGPR-PFA for DHR and GHR [127]. Aguiar et al. [119]
developed three models of forecasting with three different
techniques to obtain less error in the forecasting results.
The models designed in the study were ANN with
grounded data (ANN), ANN with grounded and satellite
data (ANN+ Sat), ANN with ground and European Centre
for Medium-range Weather Forecasts (ECMWF) data
(ANN+ ECMWF), and ANN with ENMWF and satellite
data (ANN+ ECMWF+ Sat). The best RMSE range
obtained in this was from 83.58% to 147.88% for ANN
+ ECMWF+ Sat [119].
Shamshirband et al. [120] developed a hybrid model

using SVM and wavelet transform to predict the DSR for

Kerman, Iran. The discrete wavelet transform was used in
the model to decompose the input time series, each of
which was then applied to the individual SVM model. The
developed mode was compared with the hybrid structure of
SVM and RBF (SVM-RBF), ANN and the 3rd-degree
empirical model. The SVM+WT model outperforms the
other hybrid models with a MABE of 0.5757 MJ/m2, a
RMSE of 0.6940 MJ/m2, and a R2 of 0.9631 [120].
Moreover, Huang et al. [125] used WT to decompose the
input series whereas Lan et al. [117] used discrete fourier
transform (DFT) to convert the time domain series into the
frequency domain where the crucial frequency compo-
nents were collected by PCA. The output series of both
methods were applied to the elman neural network (ENN)
and obtained a RMSE of 25.83W/m2 by WT+ ENN and a
MAE of 118.67%, 89.29%, 39.46 and 49.82% respectively
for spring, summer, autumn, winter by DFT-PCA-Elman
[117,125]. The PV output power estimation using the
neural network ensemble technique was performed by
Raza et al. (2018). The neural network ensemble technique
combines the output of different neural networks. The
discrete wavelet transform was applied on the time series
data with PSO to optimize the model performance. The
method proposed outperforms the others in terms of an
error variance of 0.2847 for summer, 0.2645 for autumn,
0.3103 for winter, and 0.1723 for spring [111].
Bouzgou et al. used the extreme learning machine

(ELM) along with wrapper mutual information methodo-
logy (WMIM) to forecast GSR whereas Cornejo-Bueno
et al. compared it with the support vector regression and
Gaussian process, and used WMIM with ELM to select the
appropriate input variables for training and testing the
phase of model. They obtained an MAPE of 7.4%–10.77%
for 1–6 steps ahead forecast for ELM+WMIM and when
compared with the support vector regression and Gaussian
process, the RMSE was 60.61 W/m2 for ELM [118].
Furthermore, Benali et al. performed a comparison of beam
normal, global horizontal radiation, and diffuse horizontal
solar radiation using the three different methods, i.e., smart
persistence, artificial neural network, and the random forest
method [112]. They used the clear sky index parameter to
improve the forecasting accuracy by transforming the
historical time series solar data into the stationary data. The
results revealed the random forest forecast was better with
nRMSE varying from 19.65% to 27.78% for GHI, 34.11%
to 49.08% for BNI, and 35.08% to 49.14% for DHI [112].
Behrang et al. also compared six models of RBF and MLP
based on different combinations of meteorological inputs
to estimate the GSR [32]. The k-fold cross-validation was
used by Mellit et al. [115] to validate the capability of the
neural based forecaster. The maximum value of r obtained
for sunny days was 94.14% and the minimum RMSE
was 32.98% whereas MAE and MBE were 2.75% and
–23.25% respectively for this model [115]. Huang et al.
[124] used the Jaya based algorithm to optimize the BRT
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parameters to predict the solar irradiation based on boosted
regression trees, ANN, SVM, and the least absolute
shrinkage and selection operator (LASSO). They provided
a RMSE of 18.4%, 24.3%, 27.9% and 30.6% respectively
for the time horizon of 30 min, 60 min, 90 min, and
120 min forecast [124].
Elminir et al. [113] estimated the solar radiation

components for the location of Helwan, Egypt in different
spectral bands with the help of LM-ANN. The normal
radiation of different bands was measured with the help of
the band pass filter method. The lowest RMSE obtained
were 5.02%, 7.46%, and 3.97% for IR, U.V. and global
isolation respectively [113]. A method for short-term
forecast of solar irradiation using ANN with statistical
features was proposed by Wang et al. [128]. The random
effect of weather conditions on the ANN inputs was
reduced by proper selection of input parameters using
statistical features. By statistical features, the 3rd order
difference of solar irradiance was taken as the input
whereas the maximum temperature of a day was
considered as the weather changing characteristic index.
The combination of Gauss-Newton and gradient descent
algorithm was used for learning of the model. The
evaluation of the model was performed by MAPE,
RMSE, and MABE where MAPE was 9.09% for sunny
and 26.70% for cloudy, RMSE was 42.29 W/m2 for sunny
and 84.65 W/m2 for cloudy and MABE was 31.10 W/m2

for sunny and 64.60 W/m2 for cloudy days [128].
Antonopoulos et al. [19] discussed the forecasting of
daily solar radiation by considering the empirical equations
of the Hargreaves, ANN, and multilinear regression
models. The RMSE and r values used for the evaluation
of models showed a RMSE and r values of 3.344 and 1
respectively for station 1 with MLR having input
combinations of Ra, TD,

ffiffiffiffiffiffiffi
TD

p
, RHav and 3.166 and 1 for

station-2 with ANN inputs combinations of Ra, TD,
ffiffiffiffiffiffiffi
TD

p
,

and RHav [19]. Heydari et al. designed a model for
prediction of wind and solar power using modified fruit fly
optimization in association with neural network. Two other
models were also proposed in the paper by MFOA, one
being the point prediction of energy consumption
model GMDHMFOA and the other, the renewable
energy prediction interval model (WT-NNMFOA-
GMDHMFOA). The proposed GMDHMFOA model has a
RMSE of 0.017868, a MAPE of 1.7275, a MAE of
0.015095, and a r2 of 0.99649 [114]. Wang et al. [41]
proposed an adaptive learning hybrid model (ALHM) for
estimation of solar intensity. The ALHM model was
integrated with the time-varying linear model and the GA-
BP model to obtain useful information from the data. The
proposed ALHM model keeps improving the forecasting
performance automatically by capturing the linear, the
temporal and the nonlinear relationship in input data. The
MAPE achieved by the model was 13.68% [41].
Besides ANN based hybridization, many researchers

also used other techniques such as HGWO+ RF, EMD+
SVR, Ramp Rate+ NWP, WT+ SVM, SARIMA+
RVFL, Firefly+ SVM, k-means+ regression techniques,
WT+ PSO+ SVM, GA+ SVM to predict the solar
components [129–141]. Liu et al. discussed the autore-
gressive arithmetic average model for different standalone
techniques to predict the PV system output. The prediction
by various standalone methods was ensemble and opted to
the best result generated by any of the models or made an
average of the result if the results of each model were the
same. The auto-recursive method was used to automati-
cally update the weight of the SVM, MLP, and MARS
standalone model. It was concluded that the ensemble
averaging outperformed the others on every testing data
sets i.e., ensemble averaging> SVM>MLP>MARS
[142]. Three models to predict the daily diffuse solar
radiation using SVM with firefly algorithm, Copula based
nonlinear quantile regression (CNQR) and different
combinations of empirical models were implemented by
Liu et al. [138]. Different copulas were tested to select the
optimal parameter for the model in CNQR for predicting
solar radiation. The performance of the model was
evaluated by the RMSE, R2, MABE, and MBE for four
locations which shows SVM>CNQR> empirical model
[138]. Moreover, Basurto et al. [141] designed a hybrid
intelligent system to predict solar energy using the
clustering and regression technique. They clustered the
input data to prepare sub groups using the k-means
clustering algorithm and then applied it to MLP, least
square SVM (LS-SVM), and RBFN. They also compared
the results and performance of the model with those of
Bayesian regularization (BR), scaled conjugate gradient
(SCG), batch training with bias and weight learning rules
(RB), gradient descent with adaptive rates and momentous
(GDX), and the LM algorithm and found that the
performance of the clustered data by the k-means algorithm
using RBFN and MLP was better than that of others [141].
Eseye et al. [132] developed a model for solar PV power
forecasting using a combination of wavelet, PSO and the
SVMmodel. This model attained a MAPE of 4.22% for 24
h ahead forecasting for the given location [132]. Feng et al.
[143] developed an optimized cross-validated clustering
(OCCUR) method for selection of a suitable cluster of the
time series data for GHI forecasting. The input data was
clustered using the OCCUR method based on the k-means
algorithm. The category of the cluster was recognized by
SVM classification named SVM-PR classification. The
recognized classification was then applied to the two-layer-
based machine learning model such as ANN, SVM, GBM,
and RF [143]. Deventer et al. [133] proposed a genetic
algorithm (GA) based SVM for PV power forecasting. The
GA was used to optimize the SVM forecast where SVM
classified the historical weather data using SVM classifiers.
The RMSE and MAPE for the GA-SVMwas 11.226% and
1.7052% respectively for the designed models [133].
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Zhang et al. [130] used the post-processing technique—
Hilbert Huang transform (HHT) EMD to decompose the
output data instead of the cubic spline curve (CSC). They
predicted the solar power output using the hybrid design of
the SVR model and used the improved feature selection
algorithm to select the best input for the next processing.
They based the proposed model design on the SVR with
PSO optimization to improve the accuracy of the model.
They found that the proposed algorithm performed better
than the other benchmarks with an average nRMSE (%) of
0.95 and an average MAPE (%) of 14.55 [130].
Furthermore, Kushwaha et al. [137] proposed a method
to forecast the solar radiation for a short-time horizon using
the hybridization of seasonal autoregressive integrated
moving averaging (SARIMA) and the random vector
functional link (RVFL) neural network. They used the
random vector functioning link neural network to obsolete
the problem of strucking in local minima and maxima
while updating biases. This percentage change in MAPE,
RMSE, MASE, and r2 for the proposed model were
obtained to be 6.376, 3.497, 6.452 and –0.649 respectively
[137]. Monjoly et al. [144] proposed a hybrid approach to
forecast GSR. They analyzed different multi-scale decom-
position techniques such as EMD, ensemble EMD, and
WT. This hybrid approach automatically selected the
algorithm according to the time scale component of
decomposition. The NN model worked for the short-time
scale component and the autoregressive model worked for
the long-time scale component. They found that the
wavelet decomposition hybrid method performed better
with a rMBE of 0.04%, a rMAE of 5.34%, a rRMSE of
7.90%, and a skill of 71.94% [144].
A hybrid method for 3 h ahead estimation of solar power

using the principal component analysis, k-means algo-
rithm, and differential evolution gray wolf optimization
(HGWO) random forest was proposed by Liu et al. [129]
and used for optimization and updating of wolf position by
continuous cross mutation process. The results showed that
PCA+K-means+HGWO+ RF outperforms in terms of
RMSE varying from 8.88 to 9.92 and MAE varying from
4.76 to 5.80 [129]. Dong et al. [134] predicted the GSR on
an hourly basis using the ensemble method. The ensemble
method combined the different sub-results to obtain the
final result using the firefly algorithm based on the
thresholding rule and the accelerated gradient method.
The input data set was first divided into different subspaces
using the random subspace (RS) method and then suitable
covariate was obtained from each subspace using the
square root smoothly clipped absolute deviation
(SRSCAD) method. The performance of the model was
determined by MAPE, RMSE, Theil inequality coefficient
(TIC), computation cost, and correlation coefficient which
was 0.066, 20.21 W/m2, 0.06, 3.40S, 0.98 respectively
[134]. Abuella et al. deployed a technique to adjust the
ramp rate occurred in the solar prediction by combining the
24 h ahead forecast obtained from NWP and 1 h ahead

forecast obtained from the persistence method. The
random forest forecast method was used to combine both
of the outputs obtained from NWP and persistence where
the ramp rates of both forecast were added up and the
accuracy of the prediction was increased by the two loss
functions [135]. Two novel stochastic models to forecast
the solar radiation and the PV power were developed by
Dong et al. [136]. The features of solar energy and PV
power were extracted by the filter based-stochastic state
space model where the Kalman filtering mechanism was
implemented to obtain system parameters and state
variables. The nRMSE obtained for solar radiation varied
from 7.43% to 26.13% for Gaussian uncertain bias with a
1–50 min time horizon whereas the MAPE for solar
radiation varied from 5.72% to 25.73% for Gaussian
uncertain bias for a 1–50 min time horizon [136].
Srivastava et al. [140] discussed 1 to 6 day ahead

prediction of solar PV plant power output using MARS,
CART, the M5 model, and the random forest (RF) model.
The performance of the RF was found to be better than that
of the M5, MARS and the CART model. However, in
cloudy days, the forecasting results have more errors [140].
The real time sky images were used by Caldas et al. to
forecast 1–10 min ahead solar irradiance. The real time
images captured by the camera were directly used for the
prediction of solar irradiance while the previous images
were used for the estimation of mean motion of the clouds.
The mean bias deviation (MBD), mean absolute deviation
(MAD), and root mean square deviation (RMSD) were
used to determine the performance of the model where the
proposed model outperforms the smart persistence model
with a forecasting skill of 11.4% [131]. A k-means cluster
based NAR network was used by Benmouiza et al. [145] to
estimate the hourly GSR. The k-means clustering algo-
rithm was used to prepare the cluster of the same
characteristic unlabeled data and then applied to the
nonlinear autoregressive (NAR) network having a good
auto-regression property for nonlinear data. To choose the
number of suitable clusters, the silhouette function was
used. This model obtained a RMSE and a nRMSE of 60.24
Wh/m2 and 0.1985 respectively [145].
Deep learning techniques were also used in several

studies where CNN, LSTM, and GRU were used for solar
irradiation forecasting in hybrid configurations. Zhou et al.
[139] developed a method to forecast PV power using
LSTM along with the attention mechanism which observes
and selects the optimal forecasted output from LSTM.
They used two LSTM networks, one for PV power output
forecast and the other for temperature forecast. They found
that the proposed method performed better than other
available models for the time horizon of 7.5 min to 60 min
ahead [139]. Dong et al. [121] used the CNN framework to
simply forecast the output variables and GA/PSO to
optimize the forecasted variables whereas Ghimire et al.
[146] used CNN for the input pattern recognition with
different filter configurations. Furthermore, Chen et al.
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[116] used fuzzy logic to classify the temperature and sky
information and neural network to achieve a good
accuracy. This method achieved a MAPE of 6.03%–
9.65% which was very low compared to that of the
statistical, fuzzy, and neural algorithms [116]. Liu et al.
[126] developed a model to forecast solar irradiation using
deep neural networks (DNN) by considering the spatial
and temporal variation. They proposed a combination of
CNN and GRU to handle the large dimensions of spatial
and temporal variations with training loss functions. The
model proposed used the convolution in the GRU network
instead of using the convention multiplications for
spatiotemporal forecasting. This model achieved a mean
of defined error metrics RMSE, MEA, and Nash-Sutcliffe
efficiency (NSE) for the ConvGRU-VB of 69.5, 34.8, and
0.929 respectively [126]. Jiang et al. [147] proposed a
hybrid DNN named Resnet TL to estimate the hourly GSR
using CNN and MLP. They used CNN to extract the spatial
pattern from the geostationary satellite observations where
these patterns along with external attributes were fed to
MLP to estimate GSR and obtained a RMSE of 0.30 MJ/
m2 for hourly GSR, a RMSE of 1.92 MJ/m2 for daily, and a
RMSE of 1.08 MJ/m2 for monthly GSR [147]. AlKandari
et al. [148] combined the machine learning and theta
statistical methods to forecast solar power. They used the
novel Auto-GRU model as a machine learning model
while used four different approaches of simple averaging
approach, weighted averaging, linear and nonlinear
approach, and inverse approach to combine the prediction
of MLSHM members. Besides, they used nMAE and
nMSE to calculate the accuracy of the model which
showed that the Theta-MLSHM performed better than the
individual machine learning model [148].
In summary, numerous hybrid models have been

proposed by several researchers. However, it is very hard
to select an appropriate model among all models for a
particular problem as each model is developed for different
regions, for different set of input variables, for different
environmental conditions, for different training data, and
used different error matrices. But the performance of
wavelet transform (WT) is better than that of empirical
model decomposition (EMD) for the pre-processing of the
data whereas GA/PSO can optimize the results better than
others. The attention mechanism along with LSTM can be
used to forecast an ultra-short time horizon, which

performs with a better accuracy. The large spatial and
temporal variations in the data can be handled by the
hybridizations of CNN and GRU. Therefore, in general,
the hybrid structure of deep learning models performed
better than others.

3 Evaluation metrics

Different evaluation metrics have been used by numerous
researchers to assess forecasting models. These evaluation
metrics are also termed as performance metrics or error
metrics which allow a designer to compare different
models based on error skills, deviation, median, etc. Many
researchers adopted some of the standard error metrics
whereas others evaluated the models based on different
error metrics. The units for different performance metrics
are different but generally the unit used for the statistical
error of solar radiation is W/m2. However, the unit for
power is kW or MW.

3.1 Conventional statistical assessment metrics

Correlation coefficient: Correlation coefficient is the
parameter to set a relationship between two data sets
[138], which is denote by ρ and expressed as

� ¼
�
convðRreal,RforecastÞ

�2
varðRrealÞvarðRforecastÞ

, (20)

where Rreal is the actual value of radiation and Rforecast is
the forecasted value of radiation by the model.
The greater the value of correlation coefficient is, the

better the model is. The correlation coefficient directly
provides the strength and direction of relationship between
real and forecasted data set. The ideal value of correlation
coefficient is 1.
Determination coefficient: Determination coefficient is

denoted by R2 and used to extract the information of the
correlation between the forecasted and the real values, or it
is a measure of the dependency between two data sets
[113,122,149].

R2 ¼ 1 –
varðRreal –RforecastÞ

varðRforecastÞ
: (21)

R2 ¼
n
Xn
i¼1

Rreal,iRforecast,i –
Xn
i¼1

Rreal,i

 ! Xn
i¼1

Rforecast,i

 !
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
Xn
i – 1

R2
real,i

 !
–
Xn
i¼1

Rreal,i

 !2
vuut

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
Xn
i – 1

R2
forecast,i

 !
–
Xn
i¼1

Rforecast,i

 !2
vuut

, (22)

where n is the number of sample data set. Normalized error: Normalized error is denoted by nE
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and used for finding the outliers in the result, which is
mathematically expressed as

nE ¼ Rforecast –Rreal

maxðRforecastÞ
: (23)

Mean bias error (MBE): MBE metric is used to calculate
the average bias in the system or the model. It identifies the
overestimation or underestimation in the results provided
by the model [128,150].

MBE ¼ 1

n

Xn
i¼1

ðRforecast,i –Rreal,iÞ: (24)

Mean absolute error (MAE): MAE provides the uniform
error in the prediction. This is the measure of the difference
between two different data sets [150,151].

MAE ¼ 1

n

Xn
i¼1

jRforecast,i –Rreal,ij: (25)

Standard deviation error (SDE): SDE is the measure of
the deviation from the mean [132].

SDE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

ðRforecast,i –Rreal,i –MBEÞ2
s

: (26)

Root mean square error (RMSE): RMES is the measure
of the largest error in the predicted data set [152].

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

ðRforecast,i –Rforecast,iÞ2
s

:

RMSE2 ¼ MBE2 þ SDE2: (27)

Mean absolute percentage error (MAPE): MAPE is the
measure of uniform prediction error in percentage. In
simple terms, it is the calculation of MAE in percentage
form [151].

MAPE ¼ 1

n

Xn
i¼1

  ����Rforecast,i –Rreal,i

Rreal,i
  ����: (28)

Mean deviation absolute percentage error (MdAPE):
MdAPE is less affected by the outliers than the MAPE.

MdAPE ¼ median   ����100Rforecast –Rreal

Rreal
  ����� �

: (29)

Normalized RMSE (nRMSE): nRMSE is the measure
of RMSE on different scales. It is the measure of RMSE

and average of forecasted data.

nRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

ðRforecast,i –Rreal,iÞ2
s

avgðRforecastÞ
: (30)

The lesser the value of nRMSE, the better is the
performance of the model.
Relative root mean square error (rRMSE): rRMSE is the

ratio of the root mean square error of the forecasted value
to the mean of actual values.

rRMSE ¼ RMSE

Rreal

� 100, (31)

where the performance of the model is evaluated as
excellent for rRMSE< 10%, good for 10%< rRMSE<
20%, fair for 20%< rRMSE< 30%, poor for rRMSE>
30%.
Clear sky index: Clear sky index is the ratio of measured

radiation to the clear sky radiation.

kt ¼
Rreal

RrealðcskÞ
: (32)

t-statistics: It is measure of the difference between the
means of two data sets. The value of t-statistics for a model
close to zero is better for any model [8].

t-statistics ¼ 1

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn – 1ÞMBE2

RMSE2 –MBE2

s
: (33)

Forecast skill score: Forecast skill score is the measure
of prediction accuracy of a model with reference to the
accuracy of standard prediction. It can also be defined as
the ratio of uncertainty U to the variability V of solar
radiation prediction [153].

SS ¼ 1 –
U

V
, (34)

where

U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
t¼1

ðRforecast,t –Rreal,tÞ2
Rcsk,t

� 	s
,

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
t¼1

fΔkðtÞg2
s

,

where R csk is clear sky radiation and Δk is the step change.

Skill  score ¼ 
Score  for  the  forecast – Score  for the  standard  forecast

Prefect  score – Score  for standalone  forecast
: (35)
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3.2 Contemporary metrics

Usually conventional metrics were used by most
researcher to evaluate the performance of models. How-
ever, other metrics were also adopted lately along with
conventional metrics to evaluate the performance of
models. In the scenario of inter-connection of solar parks
to the grid, any error in the prediction may create the
imbalance in the scheduling and operation of the entire
system [154]. Therefore, complete information and
assessment is the prime concern in developed model
with consideration of time scale, geographic locations,
climatic conditions, etc. The metrics discussed in this
section are termed as cotemporary metrics as they are used
in latest literature and are also in the trend although not in
all studies. These metrics can be categories into four
different category terms as statistical metrics, uncertainty
quantification, ramp characterization, and economic
metrics.

3.2.1 Statistical metrics

The two different data sets having the same mean and
variance but having different distribution of symmetry or
skewness and kurtosis cannot be identified and differ-
entiated by the MAPE, MAE and RMSE only. However, it
is necessary to use the conventional metrics to analyze the
system but the overlooked parameter like skewness,
kurtosis, MASE, etc. may affect larger systems in real
time process. Therefore, the conventional metrics are used
in combinations with other metrics called contemporary
statistical metrics.
Skew: Skew is the measure of asymmetry in the

distribution [150].

Skew ¼ N

ðN – 1ÞðN – 2Þ
XN
i¼2

nE – nE

SD

� �3

: (36)

Kurtosis: Kurtosis is again the measure of distribution
[150].

Kurt ¼ NðN – 1Þ
ðN – 1ÞðN – 2ÞðN – 3Þ

XN
i¼1

nE – nE

SD

� �4
( )

3ðN – 1Þ2
ðN – 2ÞðN – 3Þ: (37)

Maximum absolute error (MaxAE): MaxAE is the
measure of the largest prediction error.

MaxAE ¼ max
i¼1,2,3::::,N

jRforecast –Rrealj: (38)

The larger the value of MaxAE is, the maximum the
impact on the grid operation is.

Mean absolute scaled error (MASE): MASE is a scale
free error metric which is less sensitive to outliers [155].

MASE ¼ MAE

1

N – 1

XN
i¼2

jRreal,i –Rreal,i – 1j
: (39)

The smaller the value of MASE is, the better the
prediction is.
Kolonogorov-Smirnov integral (KSI): KSI is the

measure of the difference between two different data sets
[150]. The value of KSI is expected to be smaller for a
better prediction. The smaller value of KSI interpreted as
the real value and forecasted value have similarity. The
zero CDF of the two data sets represents the fact that they
are similar.

KSI ¼ !
xmax

xmin

Dndx (40)

where Dn is the difference in the two CDFs.
OVER: Unlike KSI, OVER is the measure of similarity

on the forecast error between the predicted and the real
radiation value [150].

OVER ¼ !
Rmax

Rmin

DdR (41)

where Rmin is the minimum radiation, Rmax is the
maximum radiation, and D is expressed as

D  ¼  
Dj –Vc         if        Dj>Vc,

0                      if       Dj£Vc, 

(

where Vc is the critical value and Dj is the difference
between the CDFs of the two data sets.
KSD: KSD provides the classification of the output by

the combining results of KSI and OVER.

KSD ¼ W1KSIþW2OVER, (42)

where W1 and W2 are the weight parameters.
RIO: RIO provides the information from the distance

between the pairs and the CDFs. It can be expressed by
using KSD and RMSE.

RIO ¼ KSD  þ   RMSE

2
: (43)

Average error rate (AER): AER is the ratio of error rate
of forecasting to the total number of observations.

AER ¼

XN
i¼1

ErðiÞ

N
: (44)

where Er ¼
jRforecast –Rrealj

Rreal
, is the error rate of each

sample.
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Rate of success (RS): RS indicates the percentage of the
data with accurate forecast.

RS ¼ n

N
: (45)

where N is the number of samples, and n is the number of
samples with Er< 0.1.
Nash-Sutcliffe efficiency (NSE) [156]: NSE is the

measure of forecasting skill of any model.

NSE ¼ 1 –

XN
i¼1

Rforecast –Rreal


 �2
XN
i¼1

Rforecast –R

 �2 , (46)

where R is the mean of the data in the test data set.
The NSE range lies from –1 to 1 where the value is

close to 1 interpreted as a better prediction result.
Prediction interval normalized average width (PINAW):

PINAW is used as a performance metric for a probabilistic
forecasting to identify the sharpness of the prediction [29].

PINAW ηð Þ ¼ 1

TR

XT
t¼1

q
t,τ – 1 –

1 – η
2

– q
t,τ –

1 – η
2

� �
, (47)

where T is the length of time series, H is the nominal
coverage ratio, qt,τ is quintile τ for prediction, R is
normalization constant = jb – aj , b is the maximum of the
test data set, and a is the minimum of the test data set.

3.2.2 Uncertainty quantification

Re`nyi entropy of uncertainty: This metric was proposed
by Zhang et al. and expressed as [157]

Hα xð Þ ¼ 1

1 – α
log2

XN
i¼1

Pα
i , (48)

where α(α> 0and α≠0) is the order of Re`nyi entropy and
Pi is the probability density at the ith discrete section of
distribution.
The larger the value of Re`nyi entropy is, the more

uncertainty is presented in the forecast results.

3.2.3 Ramp characterization

In regards of ramp characterization, Florita et al. [158]
proposed a swinging door algorithm which was a simple
and flexible method to represent the width of ramp or
“door” with the help of threshold parameter (ɛ).
If the value of ɛ is small, it represents many fluctuations;

if the value of ɛ is large, there exist larger changes.
Ramp detection index (RDI): RDI is the measure of the

ability of a model to forecast ramp in a very short-term

prediction [131].

RDI ¼ Nhit

Nhit þ Nmiss
, (49)

where Nhit is the number of hit counts when the absolute
difference between the real value and the predicted value is
greater than 0.1 times of Rcsk, and Nhit+Nmiss is the total
number of ramp occurrence.
Ramp magnitude (RM): Chu et al. (2015) discussed RM

in their study to find the ability to forecast ramps. RM is the
measure of the normalized difference between the
irradiance at present and that after a little time to clear
sky irradiance of present time [159].

RM ¼ jRhðtÞ –Rhðt þ ΔtÞj
RcskðtÞ

: (50)

RM≥0.5 represents high magnitude ramps, and 0.3>
RM< 0.5 represents moderate ramps.

3.3 Other metrics

This section covers some other metrics which are not
popular in calculating the performance of models.
Uncertainty of 95% (U95): The confidence level which

expanded uncertainty of up to 95% is used to express the
data on the eccentricity of the model. U95 can be expressed
in term of SD and RMSE [70].

U95 ¼ 1:96
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðSDþ RMSEÞ2

q
: (51)

The lower the value of U95 is, the better the model is.
Error: Russo et al. (2014) proposed an error metric to

determine the model performance, which is better and
more correct than MAE and RMSE [160].

E ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

ðRreal,i –Rforecast,iÞ2
�2i Ni

vuut : (52)

Global performance indicator: Despotovic et al. [161]
discussed a global indicator to propose the determination
of model performance.

GPI ¼
X6
i¼1

αj Rj –Rij


 �
, (53)

where Rj is the scaled value median of the ith indicator, Rij

is the scaled value of the jth indicator of the ith model, and

αj ¼ �– 1 for j ¼ 4R2,

1 for otherwise:

The higher the GPI is, the better the model is.
Continuous ranked probability score (CRPS): CRPS is

the method to compare the CDF [62].
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CRPS ¼ 1

N

XN
i¼1

!
1

–1

�
FRforecast
i ðxÞ –FRreal

i ðxÞ
�2
dx, (54)

where FRforecast
i ðxÞ is the CDF of forecasted Rforecast; F

Rreal
i ðxÞ

is the CDF of observation of the ith ensemble prediction
pair; and N is the number of available pairs.
Brier score (BS): BS is used to evaluate the probability

forecast [162], which is expressed as

BS ¼ 1

n

Xn
t¼1

Xm
i¼1

ðPt,i –Ot,iÞ2, (55)

where Pt,i is the probability of forecast at time t for
category i, and 0<Ot,i< 1.The lower the value of BS is,
the better the forecast by the model is.
CRPS skill score: CRPS skill score is the ranked

probability score of forecasted model w.r.t. reference
model.

S ¼ 1 –
CRPSmodel

CRPSref

� �
� 100: (56)

Mean absolute interval deviation (MAID): MAID
measures the deviation of forecasted interval from the
real interval. Rana et al. used this metric in their study for
interval forecasting [163].

MAID ¼ 1

2N

XN
i¼1

jUP
real,i,k –U

P
forecast,i,k j

(

þjLPreal,i,k – LPforecast,i,k j ), (57)

where UP
real,i,k and L

P
real,i,k are the upper and lower bound of

the real k length interval; and UP
forecast,i,k and LPforecast,i,k are

the predicted upper and lower bound of the interval.
A lower value of MAID represents a lower error in

forecast.

3.4 Economic metrics

The variation in the forecast ramp makes proportional
changes in different metrics like skewness, kurtosis, etc. To
measure these small changes accurately, economic metrics
are used. These economic metrics are also correlating the
operative reserves with the solar requirements and the cost.
The large adjustments in the ramps interpreted as poor
forecasting with large operative reserves result in more
cost. Therefore, the accuracy in forecasting is proportional
to the lesser requirement of reserves [150].
Potential economic value (PEV): PEV, described by the

Bakker et al. is a metric that measures the potential
economic impact of forecast. It identifies the events that

does not exceed a certain threshold [64].

PEV ¼

C

L
H þ FA – 1ð Þ þM

C

L
ORF – 1ð Þ

,    if    
C

L
< ORF,

C

L
H þ FAð Þ þM –ORF

C

L
– 1

� �
ORF

,  otherwise,

8>>>>>>>>>><
>>>>>>>>>>:

  (58)

whereH is the hit alarm, FA is the false alarm,M is the miss
frequency, and ORF is the observed relative frequency.
Interval coverage probability (ICP): ICP is the calcula-

tion of the probability that the n value of time series
Pt +1,...,Pt + n, for the next n-length segment will fall
between the upper band UP

real,n,i and the lower band
LPreal,n,i of forecast interval, averaged over all values in the
data set [6].

ICP ¼ 1

N$n

XN
i¼1

Xiþn

j¼iþ1

Cj � 100, (59)

where N is the number of samples, n is the length of
segment/interval, and

Cj ¼
1, if Pj 2 jUP

real,n,i,L
P
real,n,ij,

0, otherwise:

(

Coefficient of variation of MAE and MBE: Almida et al.
used the revised MAE metric to evaluate the models which
penalize the hourly energy, but used coefficient of variation
of MBE to evaluate the models which penalize the daily
energy hour [164].

CvMAE ¼ MAE

Rreal

, (60)

CvMBE ¼ MBE

Rreal

, (61)

where Rreal is the mean of real energy.
Confidence interval output: This measure of the model is

for evaluating its accuracy and its amplitude. The
amplitude calculations give the information about the
amount of predicted energy in relation to the real energy
and calculated as its area is normalized.

Q1Q9sum ¼

XN
i¼1

ðQ9i –Q1iÞ

XN
i¼1

Rreal,i

: (62)

A larger value of Q1Q9 represents more uncertainty of
Quintile.
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4 Key findings about factors affecting solar
prediction

This section describes the key findings from the literature
reviewed about the factors/parameters that directly or
indirectly affect the accuracy of model forecasting. In solar
forecasting, data granularity, time horizon, geographical
location, and climatic conditions vary from place to place.
There are a number of factors which should be taken into
account in forecasting the solar radiation components with
a maximum accuracy and lesser error.
Data granularity: The data collected from any agency

with different granularities directly affects the performance
of the model. The numbers of studies are proof that the
collected data with a smaller interval of time increases the
prediction accuracy. Moreover, transforming the minute
based interval data into daily average or hourly based data
are not a simple task, but real time operation requires a
15 min interval of data for the prediction [165].
Issue of time horizon forecasting: The issue of time

horizon is related to the future period for which the model
is forecasting. This period may be from 1 min to several
hours or days. Based on the literature, there are four
categories of time horizon: very short-term forecasting
(now-casting or intra-hour forecasting) (performed for
1min to several min ahead) [166], short-term forecasting
(performed for 1 h to several hour/day ahead) [167], mid-
term forecasting (1 month to 1 year ahead) [168], and long-

term forecasting (1 year to several years ahead) [169].
Figure 8 illustrates the four time horizon forecastings

with their model classification. Various studies show that
the performance of the model increases with short-time
ahead forecasting whereas the performance decreases with
longer time ahead irrespective of the type of the model and
the data granularity.
Geographical location: The behaviors of the model

varies in accordance with geographical locations [31]. The
model performance is directly affected by the areas or
locations having certain/uncertain climatic conditions like
Leh, India where the cold desert receives the enormous
amount of solar radiation which may make the model
perform better than the area having most of the cloud in the
sky. Five different geographical locations of India with
different climatic conditions were discussed by Premalatha
et al. who trained and tested two different models with data
of different locations. Both the model showed variance in
the accuracy which can be interpreted as being affected by
different locations [31].
Selection of meteorological parameters: The input data

variables might be structural, endogenous and exogenous.
Different models act differently on different combinations
of inputs parameters. ANN provides importance to
meteorological and geographical variables in most of the
studies. The increased number of irrelevant meteorological
parameters degrades the performance of the model.
Therefore, appropriate parameters have to be selected to
increase the performance of a model. Behrang et al.

Fig. 8 Time horizon based solar irradiation forecasting models (adapted with permission from Ref. [52]).
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developed six models using ANN with different combina-
tions of meteorological variables to predict solar radiation
[32]. Similarly, Koca et al. also designed six models with
different combinations of meteorological variables. These
models provided different output to different combinations
of input variable [77].
Air pollution: The anthropogenic/dust pollutants directly

attenuate the solar radiation received on the ground, which
badly affect the performance in terms of the accuracy of the
model. The soiling of PV panels also influences the power
production which is commonly due to accumulation and
deposition of aerosol particles on PV panels. Therefore, the
radiation received at a polluted area on a clear day is less
than that at an unpolluted area of that day. Suthar et al.
analyzed different regression models to estimate the GSR
and to observe the effect of air pollution. They noticed that
air pollution straightly affected the prediction accuracy of
forecasting models [50]. Similarly, Fan et al. employed the
SVMmachine to analyze the single and combined effect of
SO2, CO, NO2, PM2.5, PM10, and O3 [100]. Hence, air
pollution is one of the factors that influence the accuracy of
a model. The proper selection of air pollutant components
can also improve the forecasting accuracy of the model.
Climatic effects: The accuracy of the forecasting model

depends on the time variable climate/weather parameters
such as temperature, relative humidity, pressure, dew
point, wind speed, wind direction etc. More variations in
the data sets due to climate variability will lead to more
inaccuracy in forecasting. Fouilloy et al. found that the
weather variability undeviatingly affected the error in the
forecasted values by predicted the solar radiation using
different ANN and regression-based techniques [33].
Similarly, Gil et al. proposed that temperature and solar
radiation were highly correlated to each other and solar
energy increased with the decrease in variability [170].
Night hour and normalization: Solar irradiance is not

available at night but grid operators demand the PVoutput
for all time without interruption. Most of the studies were
conducted for day time hours by removing the night hours.
Even the time just after the sunrise and just before the
sunset were also removed from the data set to overcome
the effects of false readings (cosine instrumentation error).
Therefore, a fair comparison should be necessary for the
selected time frame [165].
Model selection: The proper selection of the model

according to time horizon, climatic conditions, meteor-
ological variables, and geographical locations is one of the
important tasks to achieve a good accuracy in results. For a
day-ahead market or the real-time market where one day
ahead forecasting is required, the NWP model is prefer-
able. Similarly, the NWP and satellite models are used for
the 6–8 h ahead forecasting. Therefore, the understanding
of model selection with different parameters provides good
results [26].
Pre-processing techniques: The accuracy of the model

could also be improved by applying the pre-processing
techniques on input data sets. The input data sets collected
from any agency for a specific targeted site are highly
uncertain and irregular. The pre-processing techniques are
used on the data to scale up or scale down the dimension of
the data. Many researchers used wavelet transform to
decompose input series into different constituent. In the
same way, EMD decomposed input series in different
frequency series [111,144]. Huang et al. used wavelet
transform along with Elman neural network (ENN). WT
decomposed input time series data into different subset and
then fed the data to the ENN which improved the accuracy
of the model [125]. Monjoly et al. used EMD and the WT
algorithm to decompose input series [144].
Training and testing period: As per literature, different

models were used in different training and testing periods
for learning purposes. Some studies used a longer period of
data for training whereas other studies used only seasonal
data sets which were very difficult to compare. A majority
of the studies used one, two, three, and four years of the
data set for the training of the models. However, the data of
two and three years were found to be suitable and
commonly used period for the learning of the models
[41,45,56,63,64,70,75,78–80,112,125,135,139,145].
Moreover, the numbers and characteristics of selected
input variables also affect the length of training data.
Doorga et al. used the data of 29 years with SD, T, ER, and
RH as variables whereas Liu et al. used the data of ten
years with CI, sunshine ration, Tavg, and RHavg only
[48,138].
Competitive comparison: The improper comparison or

unfair comparison of models leads to wrong conclusions
and false results. The designed model should be compared
against the same category of the model. For example, if the
univariate model is compared with the spatio-temporal
model, it leads to false and wrong results.
Aggregation of sample results: Many researchers used

different sized sample frames for their studies. The
aggregation of the sampled frames also affects the
performance of the forecast model. The aggregation over
a long time (1 h) provides lesser error in the predicted
results in comparison with a shorter time (15 to 30 min)
which leads to greater error in the results.

5 Conclusions

Solar irradiance is highly dependent on various geogra-
phical and climatic parameters. The dynamic behavior of
solar irradiance directly influences the reliability of PV
integrated systems, energy market, and power utility
agencies. Therefore, a highly precise and reliable solar
irradiance prediction is required in order to perform
smooth operations of the power system. However, accurate
forecasting of solar irradiance is one of the challenging
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tasks to perform where many desperate models have
already been designed in the literature. This work is a
comprehensive review of potential models with different
techniques to come out with significant information. From
the study of 170 papers, several important conclusions
were drawn as follows:
The forecast time horizon is classified from nowcasting

to long-term forecasting. Many of the current researches
and industries are converging on next day forecasting.
However, long-term forecasting is used for long-time
power system planning.
Various types of models have been developed such as

statistical, physical, and hybrid models. Hybrid models
perform better than standalone ones. However, hybrid
models have more complex structures than standalone ones
and provide better accuracies as a single structure fails to
reach the desired accuracy. The hybrid structure of deep
learning models of RNN, CNN, LSTM, and ELM with
optimization techniques like PSO, GA, and firefly perform
better than isolated models where PSO attains good
remarks for accuracy.
The proper selection of pre-processing techniques has a

greater impact on the accuracy as it boosts the accuracy
level. PCA, WT, and EMD have been used in most studies
where WT is much popular among all. Inpre-processing,
the reduction of night hours and missing values from the
data set is much necessary to perform before learning of the
model. However, in latest studies, learning through the
calculation of the clear-sky index is also producing better
results. The k-means algorithm is also used in many studies
to reduce the training time of the model by clustering the
data set of the same features.
The selections of input variables are completely user-

dependent, but the proper selection of climatological and
geographical parameters is also one of the important points
to be considered. Latitude, longitude, month number,
sunshine hours, wind speed, wind direction, relative
humidity, temperature, and air pressure are the most
widely used parameters in the case of a model trained on
meteorological parameters otherwise the time-lag-based
time series should also be used in models to forecast.
The use of training data for a model is, however, an

experimental process but the data of two to three years are
found to be suitable for model training to get the best
results.
The comparison of the performance of different models

is very complicated due to different region/place of
interest, variation in input-output data availability, varia-
tion in climatic conditions, time-horizon, and use of
diverse error matrices. But this work provided the main
findings and components of the studied models in a tabular
form. The key- finding section of the paper directly helps
the reader to consider important parameters in developing
new forecasting models. Therefore, the hybridization of
the models with various combination techniques and
correct consideration of pre-processing techniques along

with the proper selection of input parameters for a specific
location enriches the precision and reliability of solar
forecasting.

Notations

ACF Autocorrelation function

ACO Ant colony optimization

AIC Akaike information criteria

ALHM Adaptive learning hybrid model

ALSTM Attention mechanism with multiple LSTM

ANFIS Adaptive neuro-fuzzy inference system

ANN Artificial neural network

APE Absolute percentage error

AR Auto regression

ARIMA Auto regressive integrated moving average

ARIMAX Auto-regressive integrated moving average model with
exogenous variable

ARMA Auto regression and movie average

AVM Atmospheric motion vectors

BIC Bayesian information criteria

BR Bayesian regularization

BRT Boosted regression trees

BNI Beam normal irradiance

CART Classification and regression trees

CDER Renewable energies development centre

CDSWR Clear sky down welling short wave radiation

CGP Pola-Ribiere conjugate gradient

CNFRRM Cooperative network for renewable resources measurement

CNN Convolution neural network

CNQR Copula-based nonlinear quantile regression

CRPSS Continuous ranked probability skill score

CSRIO Commonwealth scientific and industrial research organization

DL Deep learning

DFT Discrete Fourier transform

DGSR Daily global solar radiation

DHI Direct horizontal irradiance

DHR Dynamic harmonic regression

DNI Direct normal irradiance

DNN Deep neural network

DSI Diffuse solar irradiance

DSR Daily solar radiation

DT Decision trees

ECMWF European centre for medium-range weather forecasts

EEMD Ensemble empirical mode decomposition

ELM Extreme learning machine

ELNN Elman neural network
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EMD Empirical mode decomposition

ESR Extraterrestrial solar radiation

FF Firefly algorithm

FFBP Feed forward back propagation

FOA Fruit fly optimization algorithm

FS Forecast skill

GA Genetic algorithm

GABP Genetic algorithm back propagation neural network

GBDT Gradient boosting decision trees

GDX Gradient descent with adaptive learning rates and momentum

GFS Global forecast system

GHI Global horizontal irradiance

GMDHNN Group method of data handling neural network

GMDH Group method of data handling

GPI Global performance indicator

GRU Gate recurrent unit

GSI Global solar irradiance

GSR Global solar radiation

HGWO Differential evolution grey wolf optimize

HIS Hybrid intelligent system

HMM Hidden Markov model

ICP Interval coverage probability

IEA International energy agency

IMD Indian Meteorological Department

K-NN K-nearest neural network

KSI Kolonogorov-Smirnov integral

LLF Log-likelihood function

LASSO Least absolute shrinkage and selection operator

LR Linear regression

LM Levenberg-Marquardt

LMBP Levenberg Marquardt back propagation

LSTM Long short-term memory

LS-SVM Least square support vector machine

MABE Mean absolute biased error

MAD
MAE

Mean absolute deviation
Mean absolute error

MAID Mean absolute interval deviation

MAPE Mean absolute percentage error

MBD Mean bias deviation

MBE Mean bias error

MARS Multivariate adaptive regression splines

MFOA
ML

Modified fruit fly optimization
Machine learning

MLFFN Multilayer feed-forward neural network

MLP Multi-layer perceptron

MLR Multi linear regression

MNRE Ministry of New and Renewable Energy

MOS Model output statistics

MRE Mean relative error

MTM Markov transition method

NAR Nonlinear autoregressive

NCEP National Centers for Environmental Prediction

NCMRWF National Center for Medium Range Weather Forecasting

nE Normalized error

nMAE Normalized mean absolute error

NMSC National Meteorological Satellite Center

NNE Neural network ensemble

NNFOA Neural network modified fruit fly optimization

nRMSE Normalized root mean square error

NSE Nash-Sutcliffe efficiency

NWP Numerical weather prediction

OCCUR Optimized cross-validated clustering

PACF Partial autocorrelation function

PCA Principal component analysis

PEV Potential economic value

PINAW Prediction interval normalized average width

PSO Particle swarm optimization

PV Photo voltaic

RB Batch training with bias and weight learning rules

RBF Radial basis function

RDI Ramp detection index

RF Random forest

RM Ramp magnitude

RS Random subspace

RSM Response surface method

RVFL Random vector functional link

SARIMA Seasonal auto regressive integrated moving average

SCADA Supervisory control and data acquisition

SCG Scaled conjugate gradient

SP Smart persistence

SRSCAD Square root smoothly clipped absolute deviation

SVM Support vector machine

TIC Theil inequality coefficient

TMLM Time-varying multiple linear model

TSRY Typical solar radiation year

TMY Typical meteorological year

WD Wavelet decomposition

WGPR Weighted Gaussian process regression

WGPR-CFA Weighted Gaussian process regression – cascade forecasting
architecture

WGPR-PFA Weighted Gaussian process regression – parallel forecasting
architecture

WI Wilmot’s index

WMIM Wrapper mutual information methodology
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Appendix

Sayighuniversal formula:
The well-known climatologically data such as relative
humidity, relative sunshine duration and maximum
temperature are utilized in the formula to compute the
global solar irradiation [48]. The formula can be
mathematically expressed as

H ¼ αK1K2 � e
φ S

S0

� �
–

RH
15


 �
–

1
Tmax

� �h i
, (A1)

S0 ¼
2

15
ωs, (A2)

where ωs ¼ cos – 1½ – tanδtanφ�, and δ ¼ 23:45sin

360

365
ð284þ nÞ

� 
:

In these equations S is the monthly daily sunshine hours,
ωs is the sunset hour angle in degree, δ is the declination of
sun in degree, n is the day number, f is latitude in radian,
and K1K2 are constants which are given by

K1 ¼ 1:7�0:458φr,

K2 ¼ 100
0:2S0

1þ 0:1f
þ φijcosf

� �
,

and φij is the relative humidity factor where

i ¼
1    for    RH < 65%

2    for    RH>70%

3    for      65%£RH£70% 

8><
>:

and j is the month number (1,2,...,12).

fij ¼
1

cosφ
H

1:163ð1:7 – 0:458φÞe φ S
S0

–
RH
15 –

1
Tmax

� �h i
2
664

3
775 –

0:2S0
ð1þ 0:1φÞ: (A3)

Phillips-Perron test:
The Phillips-Perron test is a non-parametric test to test

the null hypothesis of a time series of order-1. Mathema-
tically it can be expressed as

yt ¼ k þ δt þ ayt – 1 þ eðtÞ, (A4)

where a is equal to 1 for null hypothesis, and K and d are
the drift and deterministic trends coefficient which are 0 for
drift growth characteristics of a series. The Dicky-Fuller
statistics is used in the test to consider the series correlation
in the process e(t).
Angstrom-Prescott model:
This empirical model was proposed by Angstrom in

1924 for estimating the total solar irradiation. However,
Prescott simplified this model in 1940 by replacing the
parameter clear sky global solar irradiation to extra-
terrestrial solar irradiation.
The model can be expressed mathematically as

H

H0
¼ r1 þ r2

S

S0

� �
, (A5)

where H is the monthly average daily global solar
irradiation MJ/(m2$d), and r1 and r2 are regression
coefficients.
Garcia model:
This is also an empirical model proposed in 1994 with a

little modification in the Angstrom-Prescott model. This
model proposed that the temperature is the best suitable
parameter to estimate the global solar irradiation. The

model can be expressed as

H

H0
¼ r1 þ r2

ΔT
S0

� �
, (A6)

where ΔT is the difference between the maximum and the
minimum temperature.
Hargreaves and Sammani model:
This model was proposed in 1982 by Hargreaves and

Sammani in the form of linear regression between
clearness index and square root of ΔT. It can be expressed
as

H

H0
¼ r1 þ r2

ffiffiffiffiffiffiffi
ΔT

p
: (A7)

Data collection sources:
The collection of data for the forecasting is a

fundamental requirement and there are various players in
the solar market who provide the data for the study and
experiment purpose on an either free or payment basis.
However, the data provided by these private or government
agencies are in the raw form which should be arranged and
pre-processed before operation. The agencies for the data
collection on a free or paid basis are as follows:
Indian Meteorological Department (IMD): IMD pro-

vides the data with different data granularities for Indian
locations. Available at the website of imdpune.gov.in.
National Renewable Energy Laboratory (NREL): NREL

provides the meteorological and solar data for almost every
location of the world with different data granularities.
Available at the website of nrel.gov.

WRF Weather research and forecasting

WT Wavelet transform
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National Solar Radiation Data Base (NSRDB): NSRDB
provides the solar data and meteorological data for United
States sites and nearby sites on different time intervals.
Available at the website of rredc.nrel.gov.
National Oceanic and Atmospheric Administration:

Available at the website of swpc.noaa.gov.
National Aeronautics and Space Administration

(NASA): Available at the website of power.larc.nasa.gov.
Solaris: Available at the website of solargis.info.
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